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Example

Linear System

a) b)

Non-linear system

a) b)

• A system of linear equations is a set of equations that involve the 
same variables. A system of linear equations is a system in which 
each equation is linear. A solution of the system is an assignment of 
values for the variables that makes each equation in the system true. 

2.1.1  Systems of Linear Equations
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The system of linear equations can be solved by

1) Substitution Method

2) Elimination Method

3) Graphical Method
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• In the substitution method we start with one equation in the 
system and solve for one variable in terms of the other variable. 
The following box describes the procedure.

2.1.2 Substitution Method
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• To solve a system using the elimination method, we try to 
combine the equations using sums or differences to eliminate one 
of the variables.

2.1.3 Elimination Method
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2.1.4 Graphical Method
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Example

Given the system of linear equations

Find all solutions of the system using 

a) Substitution method

b) Elimination method

c) Graphical method

2 1 Equation 1

3 4 14 Equation 2
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Solution

a) Substitution Method:

Solve for one variable: We solve for y in the first equation

Substitute: Now we substitute for y in the second equation and solve for x

Back-substitute: Next we back-substitute x = –2 into the equation y = 1 – 2x.

Thus x = –2 and y = 5, so the solution is the ordered pair (–2, 5). 
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Solution

b) Elimination Method

Multiply equation 1 by -4 we get 

Substitute  to equation 1 and solve it

8 4 4 Equation 1' ( - 4 Eq1 )

3 4 14 Equation 2

_______________
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Solution

c) Graphical method
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Exercise 

Given the system of linear equations

Find all solutions of the system using

a) Substitution method 

b) Elimination method

c) Graphical method
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2.1.5. The Number of Solutions of a Linear System in Two Variables

(a) Lines intersect at a 

single point. The system has 

one solution.

(b) Lines are parallel and 

do not intersect. The 

system has no solution.

(c) Lines coincide—equations 

are for the same line. The 

system has infinitely many 

solutions.
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Example

Solve the following systems:

a)

b)

c)
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Example

Solve the following systems:

a) 3 0

5 2 22
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Example

Solve the following systems:

b)

Solution:

0= 29 is false. Thus the system has no solution.
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Example

Solve the following systems:

c)

Solution: 
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Exercise

Solve the following systems:

a)

b)

c)
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2.2.1 Matrices
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2.2.1 Matrices

Example

Matrix Dimension

2 x 3 (2 rows by 3 columns)

1x4 (1 row by 4 columns)

3 0 1

2 4 9

 
 
− 

 1 2 3 4
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• Matrix representation of linear system is denoted as 
augmented matrix which consists of coefficients and 
constants of the system.

2.2.2 Augmented Matrix of a Linear System

Example

Linear System Augmented Matrix

3 2 5

3 0

4 11

x y z

x y z

x z

− + =


+ − =
 − + =

3 2 1 5

1 3 1 0

1 0 4 11

− 
 

−
 
 − 
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Exercise

Write the augmented matrix of the following system of linear equations
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2.2.3  The Elementary Row Operations

Note that performing any of these operations on the augmented matrix of 

a system does not change its solution

Notation

Symbol Description

Ri + kRj → Ri

Change the ith row by adding k times row j to it, and

then put the result back in row i.

kRi  Multiply the ith row by k.

Ri Rj Interchange the ith and jth rows.
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Intersection of Three Planes

A linear equation in three variables is a plane in a three-dimensional coordinate system.   For a 

system of three equations in three variables, the following situation arise:
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Example

Using elementary row operations to solve a linear system

Solution:

By back substitution we get   and . Thus the solution is (2, 7, 3).

3 4

2 2 10

3 5 14

x y x

x y z

x y z

− + =


+ − =
 − + =
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• In general, to solve a system of linear equations using 
its augmented matrix, we use elementary row 
operations to arrive at a matrix in a certain form. This 
form is described in the following box.

2.2.4 Gaussian Elimination
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Way to put a matrix in row-echelon form using elementary row 

operations:

 Start by obtaining 1 in the top left corner. Then obtain zeros 

below that 1 by adding appropriate multiples of the first row to 

the rows below it.

 Next, obtain a leading 1 in the next row, and then obtain zeros 

below that 1.
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Example

Solve the system of linear equations, using Gaussian elimination 

with back-substitution

4 8 4 4

3 8 5 11

2 12 17

x y z

x y z

x y z

+ − =


+ + = −
− + + = −
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Solution:
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Solution:
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2.2.5 Gauss-Jordan Elimination

If we put the augmented matrix of a linear system in reduced row-echelon 

form, then we don’t need to back substitute to solve the system. 

To put a matrix in reduced row-echelon form, we use the following steps.

 Use the elementary row operations to put the matrix in row-echelon form.

 Obtain zeros above each leading entry by adding multiples of the row 

containing that entry to the rows above it. Begin with the last leading 

entry and work up.
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Example

Solve the system of linear equations, using Gauss-Jordan elimination

Solution

4 8 4 4

3 8 5 11

2 12 17

x y z

x y z

x y z

+ − =


+ + = −
− + + = −
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Exercise

The augmented matrix of a system of linear equations is given in reduced 

row-echelon form. Find the solution of the system.
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Exercise

Given a system of linear equation

Find the solution using

a) Gaussian elimination

b) Gauss-Jordan elimination

2 1

2 5

3 8

x y z

y z

x y z

− + =


+ =
 + + =
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2.2.6 Inconsistent and Dependent Systems
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Example 

Solve the system

Solution: We transform the system into row-echelon form

By translate the last row back into equation form we get 

Which is false. Hence the system has no solution.

3 2 12

2 5 5 14

2 3 20

x y z

x y z

x y z

− + =


− + =
 − + =

0 0 0 1

or

0 1

x y z+ + =

=
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Example

Find the complete solution of the system

Solution: We transform the system into reduce row-echelon form

The corresponding system is

3 5 36 10

7 5

10 4

x y z

x z

x y z

− − + =

− + =

 + − = −
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Now solve the leading variables x and y in terms of non-leading variable z:

For general solution let z = t we get

Thus the general solution as the ordered triple                             where t

denotes the real number.

7 5

3 1

x t

y t

z t

= −

= +

=

(7 5, 3 1, )t t t− +
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Exercise

Solve the system of linear equations

a)

b)

c)

2

3 1

2 5 0

x y z

y x

x y z

+ + =


− =
 + + =

2 5 3

2 6 9 3

3 16 10 6

x y z

x y x

x y z

− + =

− + − = −

 − + = −

3 2 3 10

5

5 5 0

r s t

r s t

r t

+ + =


− − = −
 − =



2.3 THE ALGEBRA OF MATRICES

41

2.3.1 Equality of Matrices

Example

Find a, b, c and d if 

Solution: 

Since the two matrices are equal, corresponding entries must be the same. 

Thus

a = 1, b = 3, c = -2 and d = 5

1 3

2 5

a b

c d

   
=   

−   
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2.3.2 Addition, Subtraction, and Scalar Multiplication of Matrices
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2.3.2 Addition, Subtraction, and Scalar Multiplication of Matrices

Example

Solution:
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2.3.2 Addition, Subtraction, and Scalar Multiplication of Matrices
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2.3.3 Matrix Multiplication
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2.3.3 Matrix Multiplication

Example

Let                 and    

Calculate if possible  AB and  BA

1 3

1 0
A

 
=  

− 

1 5 2

0 4 7
B

− 
=  
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2.3.3 Matrix Multiplication
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2.3.3 Matrix Multiplication

NOTE: In general matrix multiplication is not commutative i.e. .
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2.3.4 Transpose of a Matrix

The transpose of an  m x n  matrix A is the n x m matrix       obtained by 

interchanging rows and columns of A i.e.

Example 

TA

( )T

j ii j
A A=

1 4
1 2 3

2 5
4 5 6

3 6

T  
   

=   
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2.3.4 Transpose of a Matrix

Example
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2.3.4 Transpose of a Matrix

Example

Perform the matrix operation or if it is impossible explain why

i) 3A ii) A – 2D iii) B – C iv) AD

v) DA vi) AB vii) BTA viii) BC

2 5

1 7
A

 
=  

− 

0 1 3

2 3 1
B

− 
=  
 

1

2

7

C

 
 

= −
 
  

3 4

2 0
D

 
=  
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2.3.5 Inverse of Matrix

2.3.5.1 Identity Matrix
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2.3.5 Inverse of Matrix

2.3.5.2 Inverse of 2x2 Matrix
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2.3.5 Inverse of Matrix

2.3.5.2 Inverse of 2x2 Matrix

Example



2.3 THE ALGEBRA OF MATRICES

55

2.3.5 Inverse of Matrix

2.3.5.3 Inverting n x n Matrices using Elementary Row Operations

Let A be a square matrix of order n. The elementary row operations can be 

used to compute  since AA-1 = 1 = A-1A.  If we augment A by I and transform 

A into I on the augmented matrix by using the elementary row operations 

(i.e. Gauss-Jordan Elimination), then I on the augmented matrix will be 

transformed into A-1 .  If the process to transform A into I is not possible, 

then it is said that A is not invertible.
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2.3.5.3 Inverting an n x n Matrices using the Adjoint
Matrix

If A is an invertible matrix, then 

Where the adjoint matrix is defined as transpose of the cofactor matrix

and  Aij is the cofactor of element aij.

1 1
adj( )

det( )
A A

A

− =

adj( )
T

i jA A =  
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2.3.6 Determinant of Matrix

2.3.6.1 Determinant of a 2x2 matrix

Example:
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2.3.6 Determinant of Matrix

2.3.6.2 Determinant of an nxn Matrix

The determinant of a matrix obtained using cofactors of the elements in the 

first row of the matrix is known as expanding the determinant by first 

row.
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2.3.6 Determinant of Matrix

Example

Evaluate the determinant of the matrix

Solution:

Note that determinant of a matrix can be obtained via expanding the 

determinant by any row or column
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Example

From the example above compute the determinant of A by expanding the 

determinant

a) by the second row

b) by the third column

Solution



2.3 THE ALGEBRA OF MATRICES

61

2.3.6 Determinant of Matrix

2.3.6.2.1  Minors and Cofactors
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Example:

Let     

Find

i) The minors  M12 and M33

ii) Then find the cofactors A12 and A33

Solution

i)

ii)

2 3 1

0 2 4

2 5 6

A

− 
 

=
 
 − 

1 2

12 12( 1) 1 8 8A M+= −  = −  = −

3 3

3 3 3 3( 1) 1 4 4A M+= −  =  =
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Example :

Find the inverse of                                 

Solution

The determinant of A is 

Matrix of Cofactor

transpose

Therefore, the inverse of A is
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2.3.7 Solving Linear System in form of Matrix Equation
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